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What is XMC?



Motivation for XMC

(e.g., Amazon)

Content Retrieval 
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Challenges in XMC
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T5

● Developed by Google
● T5 reimagines NLP as a 

simple text-to-text 

problem

● This approach allows to 

handle a variety of NLP 

tasks

● Unified Framework, 

Scalability, 

Performance, Flexibility



Solved a Real World Problem
Problem Statement: Attribute-Value Prediction From 

E-Commerce Product Descriptions



Problem Statement
● Problem Overview: Predicting attribute-value pairs from unstructured product descriptions is a key 

challenge in e-commerce catalogs like Amazon, Walmart, and Alibaba.

● Task Objective: Develop a model that can automatically predict attribute-value pairs for a given 

product description.

● Input Provided:

○ Short product title

○ Product description

○ Details about the store and manufacturer (optional for use)



Problem Statement

● Prediction Requirements:

○ Predict the values for 5 levels of product categories (from L0 to L4)

○ Predict the brand for the given product

● Prediction Goal:

○ Enable automatic categorization and brand identification from unstructured product 

information, enhancing product listing accuracy and search functionality.



Dataset 
Analysis



Input Features



Output Features



Results

Metric details_Brand L0_category L1_category L2_category L3_category L4_category

Accuracy 0.995 0.85 0.739 0.805 0.692 0.59

Precision 0.967 0.886 0.758 0.777 0.71 0.544

Recall 0.98 0.791 0.778 0.719 0.722 0.515

F1 Score 0.987 0.824 0.787 0.743 0.684 0.587



The Tail Label Problem

These issues arise from the uneven distribution of labels or classes in the dataset, where a

number of labels (frequent labels) dominate the majority of data points, leaving other labels

(rare labels) sparsely represented. It leads to:

Bias Towards Head Labels- Models tend to focus on the "head labels," which are frequently

occurring categories, at the expense of tail labels. This imbalance exacerbates the retrieval

inefficiency for niche items, which can be critical in applications like product recommendation

or content tagging.



Evaluation Metrics



Evaluation Metrics



Roadmap of future work

Literature review, dataset 
exploration, and baseline evaluations.

Framework implementation, 
customization, and 
experimentation.

Comprehensive evaluation, 
documentation, and real world 
applications
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