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What is XMC? =

Classification: Multiclass vs Multilabel vs Extreme Multilabel
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Motivation for XMC

:-** Content Retrieval
(e.g., Wikipedia)
Recommendation
sems
(e.g., Amazon)

Search Engine Optimization

(e.g., Bing) °




Challenges in XMC

Scalability in Model Training and Inference

;' o Evaluation Metrics
\ o Sparsity in Label Space
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. o Efficient Retrieval and Prediction
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o Label Dependencies and Relationships
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Developed by Google
T5reimagines NLP as a

simple text-to-text
problem

This approach allows to
handle a variety of NLP
tasks

Unified Framework,
Scalability,
Performance, Flexibility

[ "translate English to German: That is good."

"cola sentence: The
course is jumping well."

"Das ist gut."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."




Solved a Real World Problem

Problem Statement: Attribute-Value Prediction From
E-Commerce Product Descriptions
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Problem Statement

e Problem Overview: Predicting attribute-value pairs from unstructured product descriptions is a key
challenge in e-commerce catalogs like Amazon, Walmart, and Alibaba.

e Task Objective: Develop a model that can automatically predict attribute-value pairs for a given
product description.

e |nput Provided:
o Short product title
o Product description
o Details about the store and manufacturer (optional for use)




Problem Statement

e Prediction Requirements:
o Predict the values for 5 levels of product categories (from LO to L4)
o Predict the brand for the given product

e Prediction Goal:
o Enable automatic categorization and brand identification from unstructured product
information, enhancing product listing accuracy and search functionality.
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Input Features

1 Automotive BOOOCOFJ1Y GM 15-8535 Heating and Air Conditioning Blower... NaN GM AGRelco
: : : 2 : Polaroid
2 Electronics BO75HRNB8K Polaroid PIF-300 Instant Film - Twin Pack NaN Polaroid
3 Automotive BO7J9ZFLT8 CoolingCare Radiator for 1992-2004 Chevy GMCC... NaN Cooling Care Cooling Care
4 Electronics B086384SF5 RM-GD014 Remote Control Replacement for Sony ... 7.95 Elekpia Elekpia Factory
Home_and_Kitch . : .
1680013 B0O04L8V95C Urnex Cafiza Espresso Machine Cleaning Tablets... 7.34 Urnex Urnex

en




Output Features

Engine Cooling & Climate Control

1 GM (1934) Automotive (484633) Replacement Parts (253381) (18199) Heating (2081) Blower Motors (1718)
2 Polaroid (213) Electronics (166486) Camera & Photo (25077) Film Photography (1030) Film (413) na (858841)
. . Engine Cooling & Climate -
3 Cooling Care (62) Automotive (484633) Replacement Parts (253381) Control(18199) Radiators (4484) na (858841)
1680012 Remo (143) Instrument Accessaries (48) | Drum & Percussion Accessories (48) Celngane feraiesllbnilse iy || Ritiblse sl Sl [?rum
(48) (48) Accessories (22)
. Coffee & Espresso
f
1680013 |  Urnex (32) Kitchen & Dining (54)  [Small Appliance Parts & Accessories (54)| C°fTe & Espresso Machine Parts | o o cleaning na (858841)
& Accessories(54)
Products (32)
e 14262 31 198 011 2199 1852
Labels
Tail Labels 1752 0 3 47 133 133




Results

Accuracy 0.995 0.85 0.739 0.805 0.692 0.59
Precision 0.967 0.886 0.758 0.777 0.71 0.544

Recall 0.98 0.791 0.778 0.719 0.722 0.515
F1 Score 0.987 0.824 0.787 0.743 0.684 0.587




The Tail Label Problem

These issues arise from the uneven distribution of labels or classes in the dataset, where a
number of labels (frequent labels) dominate the majority of data points, leaving other labels
(rare labels) sparsely represented. It leads to:

Bias Towards Head Labels- Models tend to focus on the "head labels," which are frequently
occurring categories, at the expense of tail labels. This imbalance exacerbates the retrieval
inefficiency for niche items, which can be critical in applications like product recommendation

or content tagging.




Evaluation Metrics

Per-Class Macro-Averaged
F1 Score F1 Score
=/ Airplane 0.67 0.67 + 0.40 + 0.67
% Boat 0.40 3
e Car 0.67 =0.58




Evaluation Metrics

True= Falsa Falsa .
Fositive Positive Megative Mlc::di-::reraged
(TP) (FP) (FM) SEe
Airplane
il TP B &
s Boat L 3 TP+2({ FP+FN) & +% (4+4)
= Car 3 W] 3 -
=0.60
TOTAL 6 a4 a
Per-Class Support Weighted Average
1 Fl Score =l i Proportion F1 Score
= Airplane 0.67 3 0.3
(067 =0.3) +
s Boat 0.40 1 0.1 (0.40 = 0.1) +
@ Car 0.67 6 0.6 (0.67 + 0.6)
=0.64
Total - 10 1.0




Roadmap of future work

Literature review, dataset Comprehensive evaluation,
exploration, and baseline evaluations. documentation, and real world
applications
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Framework implementation,
customization, and
experimentation.
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Thanks

Do you have any questions?

lics



https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr

