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A B S T R A C T   

Surveillance and analysis of behavior can be used to detect and characterize health disruption and welfare status 
in animals. The accurate identification of changes in behavior is a time-consuming task for caretakers in large, 
commercial pig production systems and requires strong observational skills and a working knowledge of animal 
husbandry and livestock systems operations. In recent years, many studies have explored the use of various 
technologies and sensors to assist animal caretakers in monitoring animal activity and behavior. Of these 
technologies, computer vision offers the most consistent promise as an effective aid in animal care, and yet, a 
systematic review of the state of application of this technology indicates that there are many significant barriers 
to its widespread adoption and successful utilization in commercial production system settings. One of the most 
important of these barriers is the recognition of the sources of errors from objective behavior labeling that are not 
measurable by current algorithm performance evaluations. Additionally, there is a significant disconnect be-
tween the remarkable advances in computer vision research interests and the integration of advances and 
practical needs being instituted by scientific experts working in commercial animal production partnerships. This 
lack of synergy between experts in the computer vision and animal health and production sectors means that 
existing and emerging datasets tend to have a very particular focus that cannot be easily pivoted or extended for 
use in other contexts, resulting in a generality versus particularity conundrum. 

This goal of this paper is to help catalogue and consider the major obstacles and impediments to the effective 
use of computer vision associated technologies in the swine industry by offering a systematic analysis of com-
puter vision applications specific to commercial pig management by reviewing and summarizing the following: 
(i) the purpose and associated challenges of computer vision applications in pig behavior analysis; (ii) the use of 
computer vision algorithms and datasets for pig husbandry and management tasks; (iii) the process of dataset 
construction for computer vision algorithm development. In this appraisal, we outline common difficulties and 
challenges associated with each of these themes and suggest possible solutions. Finally, we highlight the op-
portunities for future research in computer vision applications that can build upon existing knowledge of pig 
management by extending our capability to interpret pig behaviors and thereby overcome the current barriers to 
applying computer vision technologies to pig production systems. In conclusion, we believe productive collab-
oration between animal-based scientists and computer-based scientists may accelerate animal behavior studies 
and lead the computer vision technologies to commercial applications in pig production facilities.   
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1. Introduction 

Over the past five decades, the global swine industry has responded 
to market demands through enterprise consolidation and a significant 
system shift by which most of the pig production occurs in large, 
intensive pig production systems rather than many small farm enter-
prises (McBride and Key, 2013; Pedersen, 2018; Woonwong et al., 
2020). While this shift in scale has significantly advanced efficient, low- 
cost animal production, it has also introduced new challenges regarding 
maintaining optimal animal health and welfare (Norton et al., 2019). On 
the one hand, most pig production systems consist of massive units 
containing large numbers of pigs, overseen by a small number of rela-
tively low-skilled caregivers. In addition, the size and efficiency of these 
production system units limit the amount of time that workers can 
observe and interact with each animal (Norton et al., 2019; Neethirajan 
and Kemp, 2021). On the other hand, the general consumer base for pork 
products displays an increasing preference for meat products from sys-
tems that value individual animal health and well-being and are 
committed to reducing the environmental impact of livestock produc-
tion (Miranda-de la Lama et al., 2019; Alonso et al., 2020; Rauw et al., 
2020). In the current economic climate and human resource shortages, 
pig production systems face significant challenges in hiring enough 
skilled laborers (either full-time or part-time) to provide high-quality 
care to the pigs (Benjamin and Yik, 2019; Lee et al., 2019; Norton 
et al., 2019; Albernaz-Gonçalves et al., 2021; Larue, 2022). This situa-
tion results in an increasing gap between societal and production 
demands. 

Paying closer attention to an individual animal positively impacts 
animal welfare and health and can also increase the producer’s ability to 
achieve a more sustainable system while still reaching production needs 
(Rauw et al., 2020). Developing solutions for precision livestock farming 
is one way of bringing the animals closer to the producers in these 
expanding systems (Berckmans, 2017). In these solutions, technology is 
used to enable better interaction between animals and farmers despite 
the challenges they face (Benjamin and Yik, 2019; Norton et al., 2019). 
Sensors automatically interpret individual animals’ behavior and 
physical conditions. With that, it is possible to generate data that feeds 
real-time monitoring and warning systems for producers to take im-
mediate management actions when a problem, such as a disease, injury, 
or stressor, is detected (Norton and Berckmans, 2018; Tzanidakis et al., 
2021). These systems enable farmers to make better decisions from both 
a production and a welfare standpoint. The results are a better and more 
effective use of resources, including antibiotics, grains, and water; 
improved animal welfare; and better insight into new facility design as 
well as genetic evaluation and selection (Matthews et al., 2016; Wurtz 
et al., 2019; Yang and Xiao, 2020; Sharma et al., 2021). 

The use of principles and technologies of process engineering to 
manage livestock can provide producers with information on the herd’s 
health, welfare, and production, helping them identify animals’ indi-
vidual needs and management problems (Norton and Berckmans, 2018; 
Salau et al., 2016). Computer vision applied to livestock systems, a fast- 
growing research area, is an example of these technologies that shows 
great potential to improve livestock farming practices and enable better 
animal care on large farms with reduced labor requirements. 

As a non-invasive system, cameras can reveal behavioral details of 
animals (Wurtz et al., 2019; Qiao et al., 2021). Similarly, computer 
vision has been used to automate a number of pig operation tasks, such 
as pig counting (Oczak et al., 2016; Tian et al., 2019), localization of 
animals within the pen(Kulikov et al., 2014; Nasirahmadi et al., 2016), 
identification of marked pigs (Kashiha et al., 2013b; Seo et al., 2019, 
2020), division of pig growth stage (Shi et al., 2020), animal measures 
(Wu et al., 2004; Condotta et al., 2018; Wang et al., 2018), water usage 
assessment (Kashiha et al., 2013a; Zhu et al., 2017), as well as body 
weight measurement (Schofield, 1990; Ramaekers et al., 1996; Brandl 
and Jørgensen, 1996; Schofield et al., 1999; Stajnko et al., 2008; Wang 
et al., 2008; Kashiha et al., 2013a; Kongsro, 2014; Wongsriworaphon 

et al., 2015; Shi et al., 2016; Condotta et al., 2018; Jun et al., 2018; 
Pezzuolo et al., 2018). 

Additionally, computer vision technology has been used to deter-
mine animal behaviors by creating a digital representation of pigs, such 
as postures (lying, sitting, standing, etc.) (Shao and Xin, 2008; Nasir-
ahmadi et al., 2016; Lao et al., 2016; Zhang et al., 2019; Yang et al., 
2020; Riekert et al., 2020; Zhu et al., 2020; Kasani et al., 2021), as well 
as determine particular activities (lameness, tail-biting, aggressiveness, 
mounting, etc.) (Kashiha et al., 2013a; Viazzi et al., 2014; Gronskyte 
et al., 2015, 2016; Stavrakakis et al., 2015; Nasirahmadi et al., 2016; 
Condotta et al., 2020; Chen, 2020; Chen et al., 2020b; Liu et al., 2020a). 
This rapid growth in precision livestock farming has shown that com-
puter vision methods can provide effective alternatives to certain 
manual observations in livestock farming in order to provide better 
conditions for animals and improve their well-being. 

The growing research in this area has also revealed several problems, 
especially concerning transferring the research results into commercial 
applications. For example, to understand the status of an animal, more 
than one type of information (e.g., identification, biometrics, and be-
haviors) and typically more than one type of computer vision tasks 
(detection, recognition, segmentation, etc.) are required (Neethirajan 
and Kemp, 2021). The combination of techniques requires a system that 
can identify an animal through a video stream, recognize their behavior, 
and include other input (such as outside temperature and humidity 
conditions, as well as pig’s morphological features). The integration of 
computer vision algorithms into systems for pig management is lacking 
in the current research landscape. Such a demonstration is necessary to 
guide the development of computer vision applications and optimize the 
usage of computing and storage resources (Lee et al., 2019; Seo et al., 
2020). 

Current studies in precision livestock farming particularly need 
support from interdisciplinary teams, such as animal scientists, veteri-
narians, computer scientists, and engineers, to translate phenotypic in-
formation into animal status. This information has the potential to help 
farmers manage their herds. Several animal science studies revealed the 
relationship between behavioral patterns (feed intake, inactivity) and 
the health status of pigs (Chijioke Ojukwu et al., 2020; Zhu et al., 2020), 
defined comfort and well-being (Liu et al., 2020a), and detected unusual 
behaviors (Viazzi et al., 2014; Haladjian et al., 2017). However, there 
are still many unsolved questions involving the interpretation of animal 
responses that can be answered with computer vision. With more 
interpretable behaviors, computer vision would have broader applica-
tions such as optimizing labor, permitting greater resiliency in opera-
tional logistics, and improving animal caregiving and facility design. 

There are also several knowledge gaps concerning computer vision 
application to animal research. For instance, there is no handbook that 
can help translate animal behavior into computer vision tasks. Studies 
discussing how to convert computer vision results (boolean, segmenta-
tion, numeric) to the measures of interest for animal operators (occur-
rence, frequency, duration) are limited in scope. For example, Zhu et al. 
(2017) applied machine vision methods to recognize the drinking 
behavior of pigs. In particular, the recognition of drinking behavior 
required a combination of computer vision tasks, which are detection of 
pig within the zone (result: yes/no), distance measurement between pig 
and drink nipple (results: numerical), and pig feature extraction (color 
moments, area, perimeter, etc.). To estimate the duration of drinking 
behavior for one pig, the video should be screened and analyzed by 
specific sampling rate or by every frame. 

This paper aims to address some of the problems and gaps and pro-
vide possible directions to promote the development of computer vision 
solutions that can be applied to commercial pig production systems. The 
second section identifies and defines several concepts commonly used in 
interdisciplinary research but with different resonances depending on 
the discipline. The third section explains the computer vision purpose 
and associated challenges concerning the application of computer vision 
tasks to pig behavior analysis. The fourth section summarizes the 
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existing computer vision algorithms and potential directions in pig 
management. The fifth section highlights the challenges of preparing 
image & video data in pig farm applications and proposes an annotation 
methodology. 

2. Interdisciplinary research and terminology 

Precision livestock farming is defined as the “management of indi-
vidual animals by continuous, automated, and real-time monitoring of 
health, welfare, production/reproduction, and environmental impact” 
(Berckmans, 2017). This can be done by integrating cutting-edge tech-
niques in data science with management systems that automate animal 
care and farm operations. Such an emerging area requires a close 
collaboration of researchers working across several disciplines. As 
shown in Fig. 1, the students and professors from animal science, agri-
cultural engineering, computer science, and veterinary clinical medicine 
are working together on precision livestock farming at the Center for 
Digital Agriculture of the University of Illinois at Urbana-Champaign. In 
our regular communication as an interdisciplinary research team, we 
noticed that the terms annotation and label have different resonances 
across different disciplines. In particular, the phrase image annotation 
can mean different things to researchers from computer and animal 
science. For example, a contour of an object or entity represented in an 
image can be delineated using different graphic annotation methods (for 
example, key point, bounding box, polygon, semantic segmentation), 
but we can also provide additional information about the object or entity 
in the image in forms of labels—or, alternatively, annotations—that 
describe the type or attributes of an object or entity. Both types of 
annotation (graphic annotation and labeling) are needed for automating 
animal management tasks and for the collaboration of computer-based 
scientists and animal-based scientists. To better separate these two 
related but distinct tasks, we decided to refer to the process of delin-
eating a shape of an object or animal in images and videos as graphic 
annotation or annotation and to the process of providing additional in-
formation about the objects/entities in the image as labeling. We provide 
here a more detailed meaning of these phrases:  

• Graphic annotation: refers to key point, bounding box, polygon 
segmentation, semantic segmentation of objects such as drinkers and 
feeders as well as animals.  

• Labeling tasks: we differentiate between several types of labeling 
tasks in this paper:  

• Body parts or body shape labeling: refers to the process of naming 
animal body parts or their shape;  

• Behavior labeling: refers to the process of identification and naming 
animal behavior associated with a sequence of digital images;  

• Posture labeling: refers to the process of identification and naming 
animal posture associated with individual or a sequence of digital 
images.  

• Computer vision tasks: refers to the extraction of numerical or 
symbolic information from digital images (e.g., detection, segmen-
tation, identification, motion tracking, etc.).  

• Animal management tasks: refers to routine farm management tasks 
that may or may not be replaced by computer vision tasks for the 
animal care staff (e.g., pig counting, physical examination, artificial 
insemination, etc). 

All animal images shown in this paper were collected from the ani-
mal research facilities of the University of Illinois at Urbana-Champaign. 

3. Challenges and opportunities in pig behavior analysis 

Observation of pig behavior has long been a tool used by caregivers 
to indicate pig status. Through visual observation, well-trained opera-
tors can understand an animal’s responses to a variety of stimuli, 
including both internal (e.g. disease status, thermoregulation, etc.) and 
external factors (e.g. thermal environment, air quality, noise, etc.). In 
turn, caregivers can respond accordingly in order to consider manage-
ment of environment, health, and production. 

3.1. Animal behavior recognition by human 

Referred to as an “ethogram” in scientific studies and “signs of 
sickness” in a practical setting, the visual observation of animal behavior 
provides input for a subjective interpretation of an animal’s state. Sci-
entists in research and workers on a farm often need long-term obser-
vation and continuous training to recognize and correctly interpret some 
nuances of varied behaviors. Several pig postures can be directly clas-
sified from a single image by a human and even computer vision algo-
rithms, such as lying, standing, sitting, and kneeling (Nasirahmadi et al., 
2019; Kasani et al., 2021). However, most animal behaviors cannot be 
distinguished from a single image but require a sequence of images 
taken over a period of time (Liu et al., 2020a; Yang et al., 2021). In other 
words, the visual recognition of behaviors requires a human’s compre-
hensive abilities. The complex judgments require long-term memory, 
several reviews, and more than one type of human intelligence (induc-
tion, deduction, and prediction). 

With the growing threat of contagious disease and climate change, 
there is an urgent need to develop real-time systems that can evaluate 
pig responses to their health status in a shorter time (Cadenas-Fernández 
et al., 2019; Robbins et al., 2020). The collection and processing of pig 
behavior is time-consuming and requires highly skilled observers and 
analysts. A valid animal behavior study will generate a large quantity of 
video footage containing similar animals in different treatments (e.g. 
chemical treatment, feed treatment, etc.). Reviewing and recording 
animal behavior by individuals is an inherently time-consuming process. 
The ethogram needs to be validated, and investigators should be trained, 
evaluated, and retrained to ensure observer reliability. A behavioral 
observation often requires more than one investigator blinded to treat-
ments and video sequences (Fleming et al., 2019; Miller et al., 2019; 
Robbins et al., 2020). These steps are designed to ensure consistent 
behavioral labeling but are costly for current animal behavior research. 
In the past, animal behavior analysis was too time-consuming and costly 
for real-time systems to assess the improvement of management, tech-
nologies, medication, and feed formula as pig genetics changed over 
time (Torrey and Widowski, 2004; Elmore et al., 2010; Meizhi et al., 
2017). 

Computer vision can accelerate the progress of animal behavior 
research by automating animal behavior recognition. Animal studies 
frequently use target labels (predictable behaviors) and examine the Fig. 1. Multidisciplinary collaboration on precision livestock farming.  
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duration or frequency of these labels (Küster et al., 2020; Riekert et al., 
2020). The exploratory behavior analyses may not use target labels but 
may track clear signs of individual characteristics (tag identifier, coat 
color/patterning, anatomical points of interest, regions of interest, ac-
tivity levels, etc.) (Dan et al., 2021; Yang, 2018). These tasks can be 
adapted for either supervised or unsupervised learning tasks (machine 
learning with/without labeled datasets). Computer vision may achieve 
higher accuracy rates than those performed manually, as in computer 
vision tasks with relatively consistent experimental setups and sampling 
frequencies. 

Given that the expertise needed to accurately label postures and 
behaviors are often overlooked in many computer-vision studies, it is 
necessary to create standard definitions that can be summarized visu-
ally. Conventional tenets of animal behavioral recognition cannot be 
directly applied in the research of automated recognition and analysis of 
animal behaviors. Liu et al. (2020) explained one reason for a failure of 
tail-biting recognition by computer vision: there is a challenging 
distinction between the “relative location of one pig’s head and one pig’s 
tail” and “one pig wiggles its head around another pig’s tail.” Animal 
scientists are translating their perceptions into a language-based defi-
nition, which is valid for a specific study. However, there are no stan-
dard descriptions of animal behaviors and no benchmark rules to define 
or name them. For example, “eating” or “feeding” behavior was defined 
as “piglet is standing at the feeder, ingesting feed” (Byrd et al., 2019) and 
“head in or above and tilted down toward feeder” (Elmore et al., 2010) 
in different research studies. These differences in definitions may be 
influenced by the viewing angle for behavior observation, as well as 
differences in age/size of pigs, types of facilities/furnishings, and oc-
clusions. As shown in Fig. 2, a computer vision algorithm may treat all 
three metrics shown (proximity to feeder, intersection between feeder 
and pigs, and interacting with feed) as “feeding behavior.” Computer 
vision relies on quantitative descriptions (e.g., distance, intersection), 
which have not typically been useful metrics (and thus not collected or 
reported) in past animal studies (Tscharke and Banhazi, 2016). 

3.2. Classification of health and welfare based on animal behavior 

Pig practitioners (e.g., animal feeding workers, veterinarians, 
equipment designers) may find value in a continuous pig monitoring 
system that would provide decision-support for caretakers to satisfy the 
pigs’ needs. Computer vision-based animal identification is potentially 
more affordable to farmers than other sensor-based solutions and can 
link animal data to build “digital representations” for traceability of 
animals for meat production (Benjamin and Yik, 2019; Norton et al., 
2019). The application of computer vision methods could provide suf-
ficient information on each animal, guiding animal caretaking practices 
and offering consumers a high degree of confidence in pig products 
regarding animal welfare. Computer vision systems are able to link 
animal behaviors to external stressors (e.g., temperature, dust, abusive 
handling, overcrowding, etc.), detect pigs’ preferences on environ-
mental enrichment, test medicine efficacy, which automatically provide 

information to support the decision-making of farm operations (Mat-
thews et al., 2017; Chen, 2020; Chen et al., 2020a). Kashiha et al., 
(2013c) introduced an automated systems to detect anomalous events in 
a broiler house. In the future, computer vision may be integrated into 
automatic environmental controller that provide precise thermal needs 
to animals (Shao and Xin, 2008). 

Through transforming the findings and knowledge from animal 
behavior research, the application of computer vision can indicate pig 
health status (Joosen et al., 2019; Wang et al., 2021b). Certain animal 
behaviors have the diagnostic value as subclinical signs of sickness and 
welfare problems. Experienced farmers can detect sick pigs based on loss 
of appetite, droopy ears, and humped back (Taylor and Field, 2007). Pig 
behaviors need to be recognized successfully over a long period to 
enable the quantification of behaviors through time budget or frequency 
and the later differentiation between the normal and abnormal condi-
tion of a pig (Matthews et al., 2017). Fernández-Carrión et al. (2020) 
used computer vision for tracking animal motion to indicate the 
connection between behavior and fever caused by African Swine Fever. 
Similarly, the spatial distribution of pigs within a pen could indicate 
thermal comfort and individual preferences of pigs (Shao and Xin, 
2008). Although it is not currently possible to directly diagnose specific 
animal sickness from behavior analysis, it might be possible to link 
maladaptive and abnormal behaviors to specific sicknesses in the future. 

3.3. Challenges in multidisciplinary studies 

Given that the use of computer vision in animal husbandry is an 
interdisciplinary area of study, it requires strong collaboration between 
researchers with varied backgrounds; however, the communication and 
knowledge gaps can lead to significant misunderstandings. For example, 
the visual condition, animal density, and technique interests are 
different in an experimental laboratory, research farm, and commercial 
farm settings. The formulation of domain-specific (animal science, 
agricultural engineering, or veterinary medicine) research to computer 
vision tasks is an iterative process of testing, which requires input from 
all expert areas. For example, Huang et al (2021) defined two types of 
occlusion (body-separated occlusion and partmissing occlusion) based 
on the application scene and labeled pig centers with pig polygons to 
improve the pig recognition under occlusion. The initial assumption of 
the application scenes and technical requirements may be adjusted or 
verified depending on outcomes of algorithms. Sometimes, the appli-
cation could restrict the algorithm development concerning computa-
tion resources (bandwidth, memory, cores) and performance (speed, 
accuracy, complexity). Sa et al. (2019) summarized previously pub-
lished studies’ data size and image types. Images with low resolution can 
save computation time and bandwidth and represent a promising 
approach for pig detection and behavior recognition tasks. However, 
this is not a good solution for specific detection and recognition tasks 
that may require delineation of individual body parts, characterization 
of lameness, or nuanced behaviors that happen infrequently. 

Many complex behaviors (e.g., exploratory, social, and sickness- 

Fig. 2. Examples of “feeding” behavior from different definitions: proximity to feeder, intersection between feeder and pigs, and interacting with feed.  
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related) haven’t been defined in a way that is useful for application of 
computer vision. It is necessary to close the knowledge gap between 
animal management tasks and computer vision tasks. An animal man-
agement task can be formulated through various computer vision di-
rections. For example, the detection of belly-lying and side-lying can be 
either formulated through detection tasks (belly, shoulder, and hoofs 
touching the ground) or classification tasks (lying: sternal or lateral). 

Finally, the education programs and practitioners in pig industry 
should adapt to the new knowledge and skills. Several new master 
programs (computer science + animal science, information science +

animal science, etc) that have developed or are being developed in the 
United States and abroad as a result of realizations that a combination of 
domain science and computer science is needed in a variety of areas, 
such as, computer vision, animal science, veterinarian, biomedicine etc. 
The ways of collaboration are also changed between domain experts and 
technology providers (Pedersen, 2018). For example, animal specialists 
may need to see several key elements (such as body parts or motion) to 
label a behavior under poor visual conditions, whereas computer sci-
entists may be able to improve the image quality and remove obstruc-
tion to assist the behavior recognition. Serval algorithms have been 

Fig. 3. Relationship of existing computer vision tasks with standard cameras to precision pig farming (Artifacts-feeder, drinker, etc.).  
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successfully buit on mobile devices to remove reflection, obstruction, 
raindrop, etc for recoverying clean images (Xue et al., 2015; Liu et al., 
2020b). Furthermore, a standard procedure in animal experiments may 
lead to additional problems in computer vision tasks. For example, if the 
computer vision research does not involve optical character recognition, 
pigs should not be marked with colored letters and numbers on their 
body. The marks can help annotators track animals visually, but they 
also serve as animal features to computer vision algorithms (Jover et al., 
2009; Kashiha et al., 2013b; Zhang et al., 2019). Without sufficient 
description and discussion, it is hard to justify the impact of the marks on 
algorithms. 

4. An overview of computer vision algorithms in pig 
management tasks 

4.1. Computer vision applications in commercial farms 

Scientists around the world have been studying the compter vision in 
livestock industry for several decades and some technologies have suc-
cessfully transitioned into commercial products. The underlying concept 
for computer vision in pig production systems offers assistance to daily 
farming operations by allowing better utilization of farm staff and 
specialized animal caretakers (Benjamin and Yik, 2019; Tian et al., 
2019). The information from image analysis or computer vision tasks 
can directly inform some operational and strategic decisions related to 
farm management (Fernandes et al., 2020). As shown in Fig. 3, certain 
simple animal management tasks can be replaced by surveillance cam-
eras with computer vision algorithms, such as animal counting, routine 
inspections, and event detection. Some of these tasks are successfully 
implemented into commercial products, such as ScoutMonitoring (USA), 
RO-MAIN (Canada), FANCOM (Netherlands), etc. 

In general, multiple pieces of information need to connect in order to 
generate a valid message which could include the identification infor-
mation, subject-object, time-related messages, and task-specific content 
(e.g., behaviors, distance, body measures). For example, to get the “time 
of visit to the feeder” for a particular pig, artificial intelligence needs to 
detect pig and feeder, recognize the pig, calculate the relationship (on, 
in, proximity) between the pig and feeder, then register the information 
to the proper identification records. Object detection, pigs’ spatial 
relationship, and temporal correspondence of the pigs can advise pro-
ducers as to the optimal number of pigs per pen, indicate temperature 
problems, identify animals, and inform pig’s preference to a region or 
point of interest (Kashiha et al., 2013b; Haladjian et al., 2017; Sun et al., 
2020; Chen et al., 2020c; García et al., 2020). Similarly, measuring a 
pig’s body shape can provide information to estimate body weight and 
score carcass traits. Further, the changes in weights over time can 
indicate the health and growth state of the pigs (Jun et al., 2018; Fer-
nandes et al., 2020). 

Complex animal management tasks that require simple judgment 
could be trained by supervised learning with the labels provided by 
animal specialists that indicate postures, stationary behaviors, lameness, 
and wounds (Chijioke Ojukwu et al., 2020; Liu et al., 2020a; Yang et al., 
2021). As shown in Fig. 3, a number of active behaviors and social in-
teractions need more than one type of detection and classification to 
distinguish from each other. For example, a head-to-head knocking 
event is recognized as “two pigs in a frame simultaneously meet at a 
certain acceleration (motion feature) and with a certain distance (po-
sition feature)” (Norton et al., 2019). Sometimes, indirect evidence is 
used to indicate a complex event or behavior (e.g., detection of blood to 
indicate tail biting) (Matthews et al., 2017). It is worth noting that the 
information used for decision support is not only the event itself but also 
all the relevant notes that can reveal what happened. Even if the indirect 
evidence (e.g., blood) could indicate the event (injury), producers still 
need to know which animal was injured and the reason behind it. 

Apart from standard cameras, there exist other imaging technologies 
that provide useful complementary information. Thermal cameras can 

measure abnormal body surface temperature caused by stress, fever, 
inflammation, and ischemia (McManus et al., 2016); stereo cameras, 
structured light, or time-of-flight cameras can be used for 3D imaging of 
pigs (Zanuttigh et al., 2016; Condotta et al., 2020); and hyperspectral 
imaging for evaluating the meat attributes and chemical characteristics 
(Tao and Ngadi, 2018). In addition, diverse medical imaging technolo-
gies such as ultrasound, computed tomography, and magnetic resonance 
imaging have also been employed in farm applications such as evalu-
ating muscle and fat composition and bone mineralization in live ani-
mals (Scholz et al., 2015). Computer vision algorithms also play a 
pivotal role in the above modalities. 

Once a surveillance camera is deployed on a pig farm, producers will 
encounter another challenge to manage and use the raw data coming 
from the cameras. Instead of storing all the recorded data and analyzing 
each frame, a “smart camera” should be able to implement on-device 
detection algorithms that decide when and what should be recorded 
for further analysis. Wurtz et al. (2019) summarized research papers 
that focused on feature extraction algorithms published before 2019. 
Since 2019, the state-of-the-art algorithms for the keyframe selection in 
a commercial swine operation have tried to learn the probability of a 
pig’s need to be recorded that can be revealed from activity levels, 
abnormal spatial–temporal patterns, and aggressive events, as shown in 
Table 1. Other real-time computer vision tasks such as animal detection 
and tracking identify animals and link with other computer vision tasks 
with less computation (Seo et al., 2020). The sampling rate needed for 
behavior analysis is often lower than standard video frame rates. 
Therefore, the frame rates and image quality should dynamically change 

Table 1 
Recently applied algorithms described in the reviewed literature.  

Algorithms Description Reference 

Frame selection 
Structural similarity 

measure (SSIM) 
Select high-quality frames 
from video 

(Marsot et al., 2020) 

Convolutional neural 
network (CNN) 

Detect anomaly activity (Wutke et al., 2020) 

CNN - long short- 
term memory 
(LSTM) 

Recognize aggressive episodes, 
Engagement episodes 

(Chen et al., 2020b, 
2020a) 

Detection 
Faster R-CNN Detect pigs (group-housed), 

lying behavior 
(Riekert et al., 2020) 

Adapted Tiny-You 
Only Look Once 
(YOLO) 

Real-time detection of pigs 
(group-housed) 

(Lee et al., 2019; Seo 
et al., 2020, 2019) 

Single shot detector 
(SSD) 

Detect pigs (group-housed) (Deng and Yu, 2020) 

CClusnet Piglet counting under 
occlusion 

(Huang et al., 2021) 

Animal segmentation 
YOLO Detect pigs, separation of 

touching-pigs (group-housed) 
(Seo et al., 2019; Shao 
et al., 2021; van der 
Zande et al., 2021) 

DeepLabv3 Semantic segmentation (Sa et al., 2019; Shao 
et al., 2021) 

Attention guided 
CNN 

Instance segmentation (Hu et al., 2021) 

Tracking 
Simple Online Real- 

time Tracking 
(SORT) 

Individual tracking pigs 
(group-housed) 

(van der Zande et al., 
2021) 

Color feature fusion Correlation filtering (group- 
housed) 

(Sun et al., 2020) 

Classification 
Support vector 

machines (SVMs) 
lateral and sternal lying 
posture (group housed pigs); 
social behavior 

(Gan et al., 2021; 
Nasirahmadi et al., 
2019) 

DenseNet Behavior pattern (individual 
gestation sows); Pig skeleton 
extraction (group housed pigs) 

(Kasani et al., 2021; 
Khan et al., 2020) 

CNN + LSTM Tail-biting interaction (Khan et al., 2020; Liu 
et al., 2020a)  
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to optimize the usage of available computation and storage resources. 
The filtered videos and images should be further analyzed by edge 

computing devices that can execute algorithms closer to the data, con-
nect the data with dependencies, and package the decision-support 
messages before being transferred to the cloud for further advanced 
analysis. The algorithm-embedded cameras are typically not able to 
achieve complex computer vision tasks. Edge computation has higher 
computational power and higher tolerance to data transfer speed than a 
“smart camera.” Since edge computing allows data to be closer to the 
computing nodes, data can be accessed and processed in real-time with 
little transmission time. This allows remote farms without efficient 
network infrastructures to be equipped quickly. The computer vision 
tasks that require more resources, data bandwidth, and execution time 
can be completed with edge computing such as feature extraction, seg-
mentation, behavior recognition, etc. Since 2019, many scientists have 
tackled pig segmentation tasks since the pig contour can assist both body 
parts identification and behavior recognition tasks. Various convolu-
tional neural network (CNN)-based detectors, such as Faster R-CNN, 
single-shot detection (SSD), and You Only Look Once (YOLO), received 
significant attention in many fields and achieved a high accuracy con-
cerning pig segmentation. 

4.2. Application of computer vision on pig behavior research 

Computer vision has been successfully applied to various animal 
behavior tracking and modeling studies, such as birds, horses, and wild 
animals (Li et al., 2021; Miñano and Taylor, 2021; Mounir et al., 2021). 
Computer vision tasks such as object recognition, event detection, and 
motion analysis can directly leverage manual animal behavioral label-
ing. Keyframe selection (event detection, video summarization, etc.) can 
help reduce the redundant video content and the workload of animal 
behavior analysis. Object detection (tracking and identification) also has 
the potential to “shrink” the operational procedures involved. 
Commercially available vision systems can track the postures and be-
haviors of small animals, such as mice, in a relatively simple experi-
mental environment (Tscharke and Banhazi, 2016). However, there is 
currently no tool that can be used to study domestic animals either in a 
lab or commercial setting. 

Advanced computer vision approaches might redefine the pig 
behavior research methods and reform the approach to livestock 
farming. As shown in Table 1, the classic behavior recognition tasks use 
classification algorithms to select the most-like behaviors, similar to 
how humans categorize postures and behaviors. Most recently, certain 
emerging computer vision methods, such as pose estimation, or joint 
detection, can be used to estimate pigs’ motion and may directly indi-
cate behaviors and abnormal actions (Chen et al., 2020a; Psota et al., 
2020; Yik et al., 2020). Many research endeavors need more than one 
camera to record an entire pen of animals and require different view 
angles to identify behaviors. Image registration can transform objects 
from different views into one coordinate system that could supplement 
the details of indistinguishable behaviors and significantly reduce the 
workload of behavior analysis by constructing the connection of animals 
in different views (Chang et al., 2000; Zitova and Flusser, 2003). 3D 
reconstruction has been successfully applied to build realistic models of 
humans and certain live animals capable of demonstrating abundant 
details related to an animal’s posture and activities (Holte et al., 2012; 
Zuffi et al., 2017). In the future, if postures and behaviors can be digi-
talized and quantized with 3D reconstruction models, many research 
topics in animal applications may become accessible in the field of 
metrology. 

4.3. Common issues in algorithm development 

Over the years, we have witnessed machine vision algorithm im-
provements concerning computing speed and accuracy. These algo-
rithms have received a lot of attention from several industries, such as 

automatic driving and precision livestock farming (Aly, 2008; Mendes 
et al., 2016; Zhang et al., 2019). While it is essential to prove that these 
algorithms apply to commercial settings, these discussions should not 
stop at the level of a feasibility analysis. For example, computing effi-
ciency or execution speed is an important performance parameter that is 
not reported consistently. The algorithms that use fewer computational 
resources with fast execution speed can be used as real-time applications 
in embedded devices. The algorithms with high prediction accuracy 
requiring high-performance computation can be used on edge- 
computing devices or cloud computing applications. Studies that 
describe computation resources, report execution speed, and demon-
strate application scenarios are particularly helpful and advance the 
research in this area (Sa et al., 2019; Seo et al., 2020). Even if the pre-
diction for certain scenes is inaccurate, the results can still be valuable to 
developers. For example, studies that have tested the algorithms using 
different datasets (Riekert et al., 2020; Hu et al., 2021), reported 
drawbacks, and discussed the reason of false predictions are very helpful 
to researchers working at the intersection of computer science and an-
imal science (Chen, 2020; Liu et al., 2020a). 

There is a critical need to establish a benchmark methodology for 
reporting results in the future. A benchmark methodology for reporting 
results should be speficially designed for animal behavior recognition 
tasks. The accuracy of behavior recognition would rely on the objec-
tivity and credibility of the dataset. The computer vision datasets orig-
inating from pig farms are typically characterized by uncertainty in 
annotation due to occlusion, behavioral labeling, etc. The prediction 
errors may not reflect the true performance of machine learning but 
might contain the error of “true prediction to false annotation.” For 
example, transitions between postures and behavior changes can be 
ambiguous to labelers. One solution for this problem is to include the 
confidence level for transition moments in the dataset. Alternatively, the 
accuracy calculation for computer vision algorithm in livestock feeding 
scenes can consider the probability of labels during transition periods. 
Several studies have used special indicators to evaluate algorithm per-
formances considering the nature of tasks in pig farms, such as the time 
length of successfully tracking an animal (Ahrendt et al., 2011; Riekert 
et al., 2020). 

4.4. Inspiration from other computer vision applications 

Computer vision techniques have been successfully applied in many 
real-life human scenarios. Technology advancement in the computer 
vision field is very rapid. If one technology has been successfully applied 
in a particular scenario, it is likely that it can be applied to a livestock 
production scenario. We provide here a few examples. The traditional 
3D reconstruction relied on the 3D sensors or multiple view geometry 
reconstruction from 2D images for animal body scoring and weight 
estimation studies (Qiao et al., 2021; Wang et al., 2021a). This approach 
has limitations in commercial farm settings due to expensive sensors or 
the spacing requirement to deploy cameras. Monocular video-based 3D 
reconstruction received much attention in human animation. The ge-
ometry of people was represented as a Skinned Multi-Person Linear 
(SMPL) model, and the parameters were optimized with the motion of 
humans in videos (Alldieck et al., 2018; Loper et al., 2015). This tech-
nology fits the requirement of the livestock production scenarios of less 
expensive and more affordable cameras to recognize the different levels 
of activities and body conditions. Moreover, image quality improvement 
algorithms have been successfully commercialized in the smartphone 
and film industries. The techniques, such as occlusion removal, may 
improve the data quality by removing the mud marks on pigs and 
reducing the fencing occlusion effects (McCloskey, 2014; Dong et al., 
2020). Yet another computer vision application is crowd counting to 
monitor crowds in rallies or games (Oh et al., 2020). This application 
translated to pigs finds potential in detecting and managing congestion 
in pens. In recent years, camera-based measurement of vital signs such 
as heart rate and variability, breathing rate, temperature, etc. - referred 
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to as photoplethysmography - has reached sufficient accuracy to have 
potential in practical deployment (Nowara et al., 2020). These methods 
can be extended to identify fatigue or unobtrusive early heart failure 
detection in pig farms. 

5. Dataset construction for computer vision in pig behavior 
studies 

Constructing a reliable dataset that serves different vision challenges 
is a prerequisite for practical use of computer vision. Currently, most 
studies in precision pig farming are based on small, custom-built data-
sets that prevent further development of computer vision. Firstly, the 
performance of algorithms, such as accuracy, efficiency, and errors, are 
evaluated with different datasets (Yang and Xiao, 2020). As a result, 
researchers cannot directly compare the advantages and disadvantages 
of different algorithms (Sa et al., 2019). Secondly, current public- 
available animal datasets are not only too task-specific, but data 
collected comes from different farms and has a different distribution, 
making it difficult to merge two or more models when constructing a 
pipeline for a single application. Although there are many published 
works that utilized pig datasets, only a few dataset is publicly available 
for use (Bergamini et al., 2021). Lastly, the description of most datasets 
does not contain sufficient detail to help the users understand the con-
tent of the data, such as environment diversity, animal variation, and 
unique marks on animals. Unlike other machine vision applications, 
high proximity objects and high occlusion visual conditions are typical 
in pig farm scenes (Riekert et al., 2020; Yang et al., 2021). 

5.1. Data collection and data reporting 

A benchmarking methodology and dataset should be established to 
objectively evaluate the performance and robustness of different algo-
rithms applied to different scenes. As Fig. 4 indicates, pigs in the nursery 
and grow-finishing stages are housed in a group setting, making it 
difficult for observers to isolate complete individual pigs from a single 
view. Gestation or farrowing sows could be kept alone, but the camera 
view can be occluded because of the fences, pipelines, etc. Visual con-
ditions can be improved by optimizing the camera position and the view 
angle, but cameras at lower heights are problematic due to disturbance 
that can occur from interactions with and between animals. In general, 
image quality in pig feeding environments is typically not ideal for 

behavior analysis and computer vision tasks. On the other hand, 
although a dataset that shows complete, non-occluded animals would 
improve the algorithm’s accuracy, it would not represent realistic con-
ditions on the farm, which is misleading. Huang et al. (2021) highlighted 
the occlusion in farrowing pens and suggested the approach to annotate 
pigs and count pigs under two types of occlusion (body-separated oc-
clusion, part-missing occlusion). The visual conditions for most pig 
farms are challenging, which inevitably limits the application of com-
puter vision. 

Annotating videos or images for computer vision tasks must consider 
the complexity of the actual scene. Table 2 summarizes the research 
groups that explained image characteristics and data variation when 
constructing datasets for developing computer vision algorithms. 
Among all mentioned challenges, illumination, occlusion, and 

Fig. 4. Common scenes in pig feeding operations.  

Table 2 
Variation of the published applications (utilizing pig datasets) for developing 
computer vision algorithms.  

Categories Impact factors Reference 

Environment 
Background- 

Floor 
Bedding, slot, material (van der Zande et al., 2021) 

Illumination Diurnal & nocturnal 
change, lighting, 
shadow 

(Guo et al., 2014; Marsot et al., 2020; 
Sa et al., 2019; Seo et al., 2020; Sun 
et al., 2020; Yang, 2018) 

Reflection Surface water, stain, 
metal materials. 

(Guo et al., 2015, 2014) 

Animal 
Occupation Age, size, group size (Sun et al., 2020; van der Zande et al., 

2021; Yang, 2018) 
Internal factors Genetics, sex, 

individual 
(Yang, 2018; Bergamini et al., 2021) 

Vision 
occlusion Overlapping, obstacle, 

pen bar 
(Guo et al., 2014; Huang et al., 2021; 
Nasirahmadi et al., 2019; Riekert 
et al., 2020; Yang, 2018) 

Viewpoint Center view, side view (Hu et al., 2021; Küster et al., 2020; 
Yang and Xiao, 2020) 

Augmentation Shift, rotation, 
distortions, scale-up/ 
down 

(Chen, 2020; Liu et al., 2020a; Sun 
et al., 2020; Tian et al., 2019)* 

*Datasets with public access for downloading: (Tian et al., 2019; Bergamini et al., 
2021). 
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overlapping are widely recognized challenges in pig farms that affect 
computer vision detection but also create manual errors (Tian et al., 
2019). Every published dataset has a unique type of housing environ-
ment or a specific group of animals, making it hard for the readers to 
compare the robustness of the models. Meanwhile, the manual behav-
ioral labeling contains some uncertainty due to underreporting of 
counting, identification and false reporting of postures and behaviors. 
To create a “ground-truth” label, labelers may need to verify the labels 
from more than one view-angle. A well-trained expert might predict a 
pig’s postures and behaviors from one view. However, certain categories 
may not be distinguishable in particular views. If only one expert labels 
animal behavior, the algorithm will not learn from “objective” labels but 
subjective ones. 

5.2. Data annotation 

Creating a benchmark dataset with sufficient variation is necessary 
to achieve the goal of recognizing any individual animal under various 
visual conditions within any environment. The benchmark dataset can 
be used for supervised learning and for evaluating and comparing the 
performance of both supervised learning and unsupervised learning al-
gorithms. However, dataset construction and annotation are time- 
consuming and expensive. Due to limited resources, the dataset prepa-
ration may be divided into several stages to achieve balance and di-
versity. Fig. 5 shows a theoretical construction of a reliable dataset that 
would prioritize dataset content over computer vision algorithms that 
focus on a specific application scenario (various vision augmentation 
and different animals). The robustness of computer vision algorithms, 
such as detection, tracking, and identification, is essential; these algo-
rithms build the foundation for precision livestock farming. Making sure 
that different pigs (growth stage, size, sex) can be detected in various 
vision augmentation (rotation, shift, distortion, etc.) will enable linking 
results from behavior analysis and computer vision research through 
identification information. This correlation allows the dataset to 
continue growing by adding various animal behaviors from different 
cameras and housing environments. 

The dataset should contain both image data (graphic annotation of 
the image) and corresponding information to supplement the annota-
tions of interest, such as pig identification, location, body shape, pos-
tures, and behaviors (i.e., different labels associated with graphic 
annotations). However, it is worth noting that the annotation process 
could introduce additional uncertainty that might affect algorithm 
performance evaluation. As shown in Fig. 6, the annotation approach is 
not identical and deterministic for different annotators. If the annotation 
rules are not predefined and the annotators are not well trained, the 
“ground-truth” annotations used for machine learning development are 
unreliable and inconsistent. Including more than one annotator and 

sufficiently evaluating the dataset can improve the reliability of the 
graphic annotation. An alternative way is to modify the calculation of 
prediction accuracy in the algorithm development stage. The successful 
detection of a pig is more reliable than the pixel-level accuracy (detec-
tion of pig contour) for most computer vision tasks. The most-used ac-
curacy reporting (e.g., intersection over union) may not indicate the true 
performance of the algorithms. 

In addition to graphical annotations, behavior analysis results might 
be useful for animal behavioral labeling used in computer vision tasks. 
Animal postures and behaviors are currently manually scored by animal 
specialists that follow widely recognized rules to reduce the uncertainty 
from humans, such as blind design, ethogram, and cross-evaluation of 
the results from different labelers. The cooperation between animal 
scientists and computer scientists will accelerate animal behavior 
studies and broaden the application scope of computer vision in preci-
sion livestock farming. However, there are still information gaps that 
prevent direct use of the results from behavior analysis in the computer 
vision field. There are significant differences between image annotation 
and traditional behavioral labeling that may complicate this approach. 
For example, the resolution of labels (e.g., label/minute) from animal 
specialists in animal science studies is relatively coarser than the reso-
lution of computer vision labels (e.g., frames/second). Certain action 
behaviors are undistinguished in a single image but could be recognized 
by a human from a series of consecutive frames. Animal specialists may 
label the transition moment of a pig or may label the primary postures 
and behaviors of a pig throughout a period of time. There is a need to 
study how to transform records from animal behavior studies into labels 
of animals in computer vision tasks. 

We conclude that it is necessary to establish a benchmark approach 
to document dataset. As shown in Fig. 7, the person making judgments 
often needs an additional view (e.g., front view, side view) or uses 
higher-level abilities (induction, deduction, and prediction) to differ-
entiate behaviors. The difficulties of recognizing the behaviors are not 
split in the annotation process. Although the label accurately describes 
pig’s postures and behaviors, they are mixed with other explicit cases 
with the same label and lead to extra prediction errors that algorithm 
developers do not see. The credibility of the behavioral labeler needs to 
be noted explicitly to obtain a more objective and general dataset. Here 
we summarized three levels of observation that we developed to indicate 
the common behavioral labeling scenarios. As shown in Fig. 7. The 
public available dataset should have sufficient description accompany 
with the release of the dataset. Users should be able to know the prov-
enance of the dataset, how it originated, how the data was collected, 
who was responsible for data collection, are there any errors in the 
dataset and what are the sources of error, who is responsible for main-
taining the dataset, what is the recommended use of the dataset, etc. A 
datasheet could serve as a template for livestock data creators to start 
preparing the dataset documentation (Gebru et al., 2021). The bench-
mark approach is being developed and promoted in academia to 
improve dataset transparency and communication between creators and 
users (https://www.microsoft.com/en-us/research/project/datasheets- 
for-datasets/).  

• Ground-truth labeling: The body shape of animals can be clearly 
observed by labelers. Body parts, locations, postures, and behaviors 
can be determined unambiguously by labelers.  

• Reliable labeling: The body shape of animals is distinguishable to 
labelers. Only visible parts, locations, postures, and behaviors are 
determined or estimated with confidence by labelers.  

• Predictable labeling: The body shape of animals is distinguishable to 
labelers. Body parts, locations, postures, and behaviors can be pre-
dicted and confirmed from the secondary data source, such as other 
cameras, sensors, etcs. 

Visio
n Augmentati

on

En
vi

ro
nm

en
t d

iv
er

si
ty

Animal variation

Fig. 5. A theoretical construction of a reliable dataset to develop robust com-
puter vision models in precision livestock farming (Vision Augmentation ×
Environment Diversity × Animal Variation). 
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5.3. Annotation workflow 

We highlight several critical research gaps between computer-based 
annotations and traditional behavioral labeling methods. Through 
human observation, animal posture and behavior are observed by one 
specialist and summarized into the natural-language definition for other 
labelers to follow, as indicated in Fig. 8. This process is not only prone to 
lead to misunderstandings between specialists and labelers, but the 
learning and correction of the ethogram is a very time-consuming task. 
Many widely recognized datasets have traditionally relayed the anno-
tation tasks to multiple users with candidate images and decided the 
labels by the number of agreements of the same categories (Deng et al., 
2009; Lin et al., 2015). Such a process could be applied to postures and 
behaviors labeling that intends to convert the subjective behavior la-
beling process to an objective behavior annotation process and reduce 
the time spent on the learning and validation. 

However, the label that diverges from the “agreement” of labelers 
could also be correct. For example, the labels to all three images 
included in Fig. 8 below are “feeding behavior,” according to the defi-
nition, but only “003.img” is officially identified as “feeding behavior” 
in the ethogram. Labelers may interpret the same image differently, 
leading to incongruences, including missing details, overlapped defini-
tions, composite behaviors, etc (Minnen et al., 2006). The voting system 

and the rule of “majority win” from semantic annotations may not be 
suitable for posture labeling and behavior labeling. Sometimes, the 
behavioral label with disagreement indicates an important but non- 
explicit label to animals (e.g., irregular breathing in resting), which is 
shown as “minority win” instead. To create an unbiased label for ani-
mals, we may involve a supervision process or find ways to converge on 
the following: 1) how can an “objective ethogram” be created, 2) how 
can spatial and temporal features (movement and duration) be labeled 
in a numerical way, 3) how can annotation tasks be split and recombined 
(identification, graphic annotation, postures, and behaviors), and 4) 
how can multi-dimension labels for the same identification originating 
from different annotators be verified? 

6. Conclusions 

Although many scientists forecast a bright future for pig farming 
operations strengthened with computer vision embedded technologies 
in the background, a lot more work remains to be done with respect to 
the creation and release of publicly available datasets and methods that 
are well established and utilized by a large number of research and in-
dustry communities. Several bottlenecks need to be overcome to pro-
mote the actual realization of commercial applications. Among others, 
this paper has identified the following bottlenecks: 1) the lack of 

Fig. 6. Pig image annotation of the occluded pig based on different rules.  

Explicit observation
(Ground-truth) 

Speculative observation
(Reliable) 

Supplementary observation
(Predictable)

Fig. 7. Example of labeling drinking behavior from different views.  
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benchmark dataset to demonstrate the pig production scenes, 2) the lack 
of standard annotation and evaluation procedures to label animals in pig 
production environments, and 3) inconsistent and non-realistic discus-
sion of the computer vision algorithm performance and result measures. 

Recent studies have demonstrated that certain pig management tasks 
can be replaced by cameras loaded with computer vision algorithms, 
such as counting, routine inspections, and event detection. However, 
health status and well-being examination through behavior recognition 
represent more challenging tasks for computer vision algorithms. The 
reasons why the health and well-being status are harder to automate 
include 1) subjective scoring of animal behaviors, 2) the behavior 
analysis learning and correction process is both labor-intensive and 
time-consuming, 3) the lack of efficient tools and methods to label and 
analyze either predictable or unpredictable animal postures and 
behaviors. 

Computer vision methods can accelerate the progress of animal 
behavior research, whereas animal behavior analysis can provide a 
reliable dataset, extend the research score, and increment the com-
mercial value of computer vision applications on the precision pig 
farming. We need to strengthen the collaboration between animal-based 

scientists and computer-based scientists. 
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